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◆이해를돕기위한배경지식설명
(1) 기계학습의 분류
(2) 심층신경망에서의 분류모델
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◆Open Set Recognition의개념

◆OpenMax : 실제 알고리즘을 통해 심층신경망에서의 거리기반 Open Set Recognition
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비지도학습

배경지식

(1) 기계학습의분류

지도학습

𝐹𝑢𝑛𝑐𝑡𝑖𝑜𝑛
Y = 𝐹(𝑋)

예시)

• 이미지 데이터로 고양이, 
강아지를 분류하는 문제

훈련데이터의형태에따라

지도학습 내에서도 Y변수의형태에따라

분류모델회귀모델
예시)

• 기상 데이터로 주가를 예측
하는 문제
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배경지식

(2) 심층신경망에서의분류모델

…

𝒀

강아지

토끼

강아지

…

…

토끼

고양이

고양이

Input X

Neural Net

Output 𝒀
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배경지식

(2) 심층신경망에서의분류모델

SoftMax

exp(𝑉1)

σ𝑘 exp(𝑉𝑘)

exp(𝑉2)

σ𝑘 exp(𝑉𝑘)

exp(𝑉3)

σ𝑘 exp(𝑉𝑘)

Neural Net

…

Pixel by pixel variable 

Logits
값의 범위 : (−∞,∞)

𝑉1

𝑉2

𝑉3

SoftMax Activation
값의 범위 : [0,1]

𝑷 𝒀 = 강아지

𝑷 𝒀 = 고양이

𝑷 𝒀 = 토끼

1. 신경망의 연산을 통해 Logit Vector로 축약

2. 각 클래스에 대응되는 Logit값을 SoftMax 
Layer에서 0~1 사이의 확률로 반환

Logit Vector = 
𝑉1
𝑉2
𝑉3



5/61

배경지식

(2) 심층신경망에서의분류모델

exp(𝑉1)

σ𝑘 exp(𝑉𝑘)

exp(𝑉2)

σ𝑘 exp(𝑉𝑘)

exp(𝑉3)

σ𝑘 exp(𝑉𝑘)

𝑷 𝒀 = 강아지 = 𝟎. 𝟖𝟏

𝑷 𝒀 = 고양이 = 𝟎. 𝟏𝟐

𝑷 𝒀 = 토끼 = 𝟎. 𝟎𝟕

Neural Net

…

Pixel by pixel variable 

𝟕

−𝟐

𝟏

SoftMax

Logit Vector = 
𝟕
−𝟐
𝟏

Logit 값이 클수록, 더 큰 확률을 가짐
(Logit 값은 각 클래스의 확률에 대응하는 값)
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배경지식

(2) 심층신경망에서의분류모델

강아지 1

토끼 0

고양이 0

Input X
Output 𝒀

<One-hot Encoding>

Output 값과 신경망이 출력하는 확률 중 가장 큰 확률을 가지는 클래스가 일치하도록 학습을 진행
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배경지식

(2) 심층신경망에서의분류모델

Input X

Output 𝒀

…

𝒐𝒃𝒔 강아지 고양이 토끼

𝑁1 1 0 0

𝑁2 0 1 0

… … … …

𝑁𝑛 0 0 1

모든 학습 데이터로
학습진행
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배경지식

(2) 심층신경망에서의분류모델

Input X

…

Output 𝒀

𝒐𝒃𝒔 강아지 고양이 토끼

𝑁1 1 0 0

𝑁2 0 1 0

… … … …

𝑁𝑛 0 0 1

모든 학습 데이터로
학습완료
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배경지식

(2) 심층신경망에서의분류모델

…

분류기(Classifier) 생성
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배경지식

(2) 심층신경망에서의분류모델

…

𝑷 𝒀 = 강아지 = 𝟎. 𝟗𝟐

𝑷 𝒀 = 고양이 = 𝟎. 𝟎𝟏

𝑷 𝒀 = 토끼 = 𝟎. 𝟎𝟕

강아지/고양이/토끼 분류기
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배경지식

(2) 심층신경망에서의분류모델

…

𝑷 𝒀 = 강아지 = 𝟎. 𝟎𝟏

𝑷 𝒀 = 고양이 = 𝟎. 𝟗𝟔

𝑷 𝒀 = 토끼 = 𝟎. 𝟎𝟑

강아지/고양이/토끼 분류기
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배경지식

(2) 심층신경망에서의분류모델

…

𝑷 𝒀 = 강아지 = 𝟎. 𝟎𝟎𝟏

𝑷 𝒀 = 고양이 = 𝟎. 𝟎𝟎𝟗

𝑷 𝒀 = 토끼 = 𝟎. 𝟗𝟗

강아지/고양이/토끼 분류기
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심층신경망분류모델의한계

…

학습단계에서학습하지않은클래스의데이터가들어온다면?

강아지/고양이/토끼 분류기
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심층신경망분류모델의한계

…

분류기는학습한클래스에대한확률만출력할수있다.

𝑷 𝒀 = 강아지 = 𝟎. 𝟗𝟑

𝑷 𝒀 = 고양이 = 𝟎. 𝟎𝟐

𝑷 𝒀 = 토끼 = 𝟎. 𝟎𝟓

학습단계에서학습하지않은클래스의데이터가들어온다면?

강아지/고양이/토끼 분류기



15/61

심층신경망분류모델의한계
❖ Deep Neural Networks are Easily Fooled: High Confidence Predictions for 

Unrecognizable Images
• 2015년 CVPR(Computer Vision and Pattern Recognition)에서 발표된 논문
• 2020년 2월 20일 기준 1,553회 인용
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심층신경망분류모델의한계

Training Test
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심층신경망분류모델의한계

Class 2

Class 1

New data

“Class 2”

New data

“Class 1”

결정경계
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심층신경망분류모델의한계

…

𝑷 𝒀 = 강아지 = 𝟎. 𝟒𝟎

𝑷 𝒀 = 고양이 = 𝟎. 𝟑𝟐

𝑷 𝒀 = 토끼 = 𝟎. 𝟐𝟖

만약 SoftMax가출력한확률이모두낮다면?
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심층신경망분류모델의한계

…

𝑷 𝒀 = 강아지 = 𝟎. 𝟒𝟎

𝑷 𝒀 = 고양이 = 𝟎. 𝟑𝟐

𝑷 𝒀 = 토끼 = 𝟎. 𝟐𝟖

Threshold = 0.7

< 0.7

< 0.7

< 0.7

reject

reject

reject

➡ Unknown Class

만약 SoftMax가출력한확률이모두낮다면?
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심층신경망분류모델의한계

Class 2

Class 3

Class 1 결정경계

New data “Unknown”

New data

“Class 3”
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Open Set Recognition의개념

Class 1

Class 2

Class 3

Closed Set Classification

Unknown

Class 1

Class 2

Class 3

Open Set Recognition
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Open Set Recognition의개념

❖ Open Set Recognition의분류

Distance-based

Class 1

Class 2

Class 3

평균으로부터 떨어진 거리,
다른 클래스와의 마진 등을 활용하여

결정경계 생성

Adversarial Learning-based

Class 1

Class 2

Class 3

GAN 등의 생성모델을 통해
각 클래스와 비슷한 다른 이미지들을

생성하여 새로운 클래스로 추가하여 학습



23/61

OpenMax

❖ Towards open set deep networks

• 2016년 CVPR(Computer Vision and Pattern Recognition)에서 발표된 논문
• 저자 Bendale A, Boult T

• Toward Open Set Recognition, Scheirer W J, de Rezende Rocha A, Sapkota A, et al. 
(PAMI, 2013)에서 Open Set Recognition을 처음 정의

• Open Set Recognition을 심층신경망에 처음 적용한 연구
• 2020년 2월 20일 기준 218회 인용
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OpenMax

❖ OpenMax 알고리즘

[학습이 되어 있는 분류기]

SoftMax

exp(𝑉1)

σ𝑘 exp(𝑉𝑘)

exp(𝑉2)

σ𝑘 exp(𝑉𝑘)

exp(𝑉3)

σ𝑘 exp(𝑉𝑘)

𝑷 𝒀 = 강아지 = 𝟎. 𝟐𝟔

𝑷 𝒀 = 고양이 = 𝟎. 𝟎𝟑

𝑷 𝒀 = 토끼 = 𝟎. 𝟎𝟏

𝑽𝟏

𝑽𝟐

𝑽𝟑

Input X
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OpenMax

❖ OpenMax 알고리즘

• 𝑉0 = 𝑢𝑛𝑘𝑛𝑜𝑤𝑛 𝑐𝑙𝑎𝑠𝑠에 대응되는 Logit 값

[학습이 되어 있는 분류기]

SoftMax

exp(𝑉1)

σ𝑘 exp(𝑉𝑘)

exp(𝑉2)

σ𝑘 exp(𝑉𝑘)

exp(𝑉3)

σ𝑘 exp(𝑉𝑘)

𝑷 𝒀 = 강아지 = 𝟎. 𝟐𝟔

𝑷 𝒀 = 고양이 = 𝟎. 𝟎𝟑

𝑷 𝒀 = 토끼 = 𝟎. 𝟎𝟏

𝑽𝟏

𝑽𝟎

𝑽𝟐

𝑽𝟑

Input X
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OpenMax

❖ OpenMax 알고리즘

• 𝜔𝑘 = 분류기가 𝑘 𝑐𝑙𝑎𝑠𝑠로 잘못 분류했을 확률에 대응하는 가중치

• 𝑉0 = 𝑢𝑛𝑘𝑛𝑜𝑤𝑛 𝑐𝑙𝑎𝑠𝑠에 대응되는 Logit 값

[학습이 되어 있는 분류기]

SoftMax

exp(𝑉1)

σ𝑘 exp(𝑉𝑘)

exp(𝑉2)

σ𝑘 exp(𝑉𝑘)

exp(𝑉3)

σ𝑘 exp(𝑉𝑘)

𝑷 𝒀 = 강아지 = 𝟎. 𝟐𝟔

𝑷 𝒀 = 고양이 = 𝟎. 𝟎𝟑

𝑷 𝒀 = 토끼 = 𝟎. 𝟎𝟏

𝑽𝟏

𝑽𝟎

𝑽𝟐

𝑽𝟑

+(𝝎𝟏𝑽𝟏 +𝝎𝟐𝑽𝟐 +𝝎𝟑𝑽𝟑)

−𝝎𝟏𝑽𝟏

−𝝎𝟐𝑽𝟐

−𝝎𝟑𝑽𝟑

exp(𝑉0)

σ𝑘 exp(𝑉𝑘)
𝑷 𝒀 = 𝒖𝒏𝒌𝒏𝒐𝒘𝒏 = 𝟎. 𝟕𝟎

Input X
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[학습이 되어 있는 분류기]

OpenMax

❖ OpenMax 알고리즘

SoftMax

exp(𝑉1)

σ𝑘 exp(𝑉𝑘)

exp(𝑉2)

σ𝑘 exp(𝑉𝑘)

exp(𝑉3)

σ𝑘 exp(𝑉𝑘)

𝑷 𝒀 = 강아지 = 𝟎. 𝟐𝟔

𝑷 𝒀 = 고양이 = 𝟎. 𝟎𝟑

𝑷 𝒀 = 토끼 = 𝟎. 𝟎𝟏

𝑽𝟏

𝑽𝟎

𝑽𝟐

𝑽𝟑

+(𝝎𝟏𝑽𝟏 +𝝎𝟐𝑽𝟐 +𝝎𝟑𝑽𝟑)

𝛚𝐤를 어떻게 정의할 수 있을까?

exp(𝑉0)

σ𝑘 exp(𝑉𝑘)
𝑷 𝒀 = 𝒖𝒏𝒌𝒏𝒐𝒘𝒏 = 𝟎. 𝟕𝟎

Input X

본 논문에서는 Extreme Value Theorem에 기반하여 각 클래스 별 평균 Logit Vector로부터의 거리에 대한
극단값(이상치)의 분포를 통해 ωk를 정의한다.

−𝝎𝟏𝑽𝟏

−𝝎𝟐𝑽𝟐

−𝝎𝟑𝑽𝟑
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OpenMax : 준비단계(Meta Recognition)

STEP1. 학습데이터중분류기가정확하게분류한데이터를선별

…

𝑷 𝒀 = 강아지

𝑷 𝒀 = 고양이

𝑷 𝒀 = 토끼

Input X in Training data

강아지/고양이/토끼 분류기
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OpenMax : 준비단계(Meta Recognition)

STEP2. STEP1에서선별된데이터의 X데이터를클래스별로데이터를분리

<고양이 클래스 데이터><강아지 클래스 데이터>

<토끼 클래스 데이터>

𝑿𝟏 𝑿𝟐 … 𝑿𝑷

𝑵31 … … … …

𝑵3𝟐 … … … …

… … … … …

𝑵3c … … … …

𝑿𝟏 𝑿𝟐 … 𝑿𝑷

𝑵𝟏1 … … … …

𝑵1𝟐 … … … …

… … … … …

𝑵1𝑎 … … … …

𝑿𝟏 𝑿𝟐 … 𝑿𝑷

𝑵21 … … … …

𝑵2𝟐 … … … …

… … … … …

𝑵2b … … … …
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OpenMax : 준비단계(Meta Recognition)

STEP3. 각클래스별로선별된데이터를이용하여 Logit Vector 계산

…

선별된 강아지 클래스 데이터

SoftMax

exp(𝑉1)

σ𝑘 exp(𝑉𝑘)

exp(𝑉2)

σ𝑘 exp(𝑉𝑘)

exp(𝑉3)

σ𝑘 exp(𝑉𝑘)

Neural Net

𝑉1

𝑉2

𝑉3

선별된 토끼 클래스 데이터

선별된 고양이 클래스 데이터

강아지/고양이/토끼 분류기
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OpenMax : 준비단계(Meta Recognition)

STEP3. 각클래스별로선별된데이터를이용하여 Logit Vector 계산

<고양이 클래스 Logit Vector Matrix><강아지 클래스 Logit Vector Matrix>

<토끼 클래스 Logit Vector Matrix>

Obs. 𝑽𝟏 𝑽𝟐 𝑽𝟑

𝑵𝟏1 9.87 -2.13 -6.23

𝑵1𝟐 18.5 3.18 4.98

… … … …

𝑵1𝑎 4.89 -3.91 1.01

Obs. 𝑽𝟏 𝑽𝟐 𝑽𝟑

𝑵3𝟏 -3.23 -1.23 6.98

𝑵3𝟐 1.52 1.52 9.78

… … … …

𝑵3c 5.72 3.12 11.2

Obs. 𝑽𝟏 𝑽𝟐 𝑽𝟑

𝑵2𝟏 2.17 8.29 -1.32

𝑵2𝟐 1.89 9.13 2.11

… … … …

𝑵2𝒃 -3.14 5.42 1.35
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OpenMax : 준비단계(Meta Recognition)

STEP4. 각클래스별 Logit Vector의평균계산

<강아지 클래스 Logit Vector Matrix>

Obs. 𝑽𝟏 𝑽𝟐 𝑽𝟑

𝑵1𝟏 9.87 -2.13 -6.23

𝑵1𝟐 18.5 3.18 4.98

… … … …

𝑵1𝑎 4.89 -3.91 1.01

𝑽𝟏 = 𝟓. 𝟏𝟐 𝑽3 = 𝟎. 𝟏𝟐𝑽2 = −𝟏. 𝟏𝟐 𝝁𝒅𝒐𝒈 =
𝟓. 𝟏𝟐
−𝟏. 𝟏𝟐
𝟎. 𝟏𝟐

<강아지 클래스 평균 Logit Vector>

𝝁𝒄𝒂𝒕 =
𝟎. 𝟏𝟐
𝟏𝟏. 𝟐𝟕
−𝟑. 𝟓𝟑

𝝁𝒓𝒂𝒃𝒊𝒕 =
𝟏. 𝟑𝟐
−𝟐. 𝟑𝟓
𝟗. 𝟑𝟐

<고양이 클래스 평균 Logit Vector>

<토끼 클래스 평균 Logit Vector>
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OpenMax : 준비단계(Meta Recognition)

STEP5. 각클래스별평균 Logit Vector와의거리계산

<강아지 클래스 Logit Vector Matrix>

Obs. 𝑽𝟏 𝑽𝟐 𝑽𝟑

𝑵1𝟏 9.87 -2.13 -6.23

𝑵1𝟐 18.5 3.18 4.98

… … … …

𝑵1𝑎 4.89 -3.91 1.01

𝑽𝟏 = 𝟓. 𝟏𝟐 𝑽3 = 𝟎. 𝟏𝟐𝑽2 = −𝟏. 𝟏𝟐

𝝁𝒅𝒐𝒈 =
𝟓. 𝟏𝟐
−𝟏. 𝟏𝟐
𝟎. 𝟏𝟐

<강아지 클래스 평균 Logit Vector>

𝟗. 𝟖𝟕
−𝟐. 𝟏𝟑
−𝟔. 𝟐𝟑

−
𝟓. 𝟏𝟐
−𝟏. 𝟏𝟐
𝟎. 𝟏𝟐 𝟐

= 𝟒𝟎. 𝟑𝟐𝟐𝟓
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OpenMax : 준비단계(Meta Recognition)

STEP5. 각클래스별평균 Logit Vector와의거리계산

<강아지 클래스 Logit Vector Matrix>

𝑽𝟏 = 𝟓. 𝟏𝟐 𝑽3 = 𝟎. 𝟏𝟐𝑽2 = −𝟏. 𝟏𝟐

𝝁𝒅𝒐𝒈 =
𝟓. 𝟏𝟐
−𝟏. 𝟏𝟐
𝟎. 𝟏𝟐

<강아지 클래스 평균 Logit Vector>

𝟏𝟖. 𝟓
𝟑. 𝟏𝟖
𝟒. 𝟗𝟖

−
𝟓. 𝟏𝟐
−𝟏. 𝟏𝟐
𝟎. 𝟏𝟐 𝟐

= 𝟐𝟐𝟏. 𝟏𝟑𝟒

Obs. 𝑽𝟏 𝑽𝟐 𝑽𝟑

𝑵1𝟏 9.87 -2.13 -6.23

𝑵1𝟐 18.5 3.18 4.98

… … … …

𝑵1𝑎 4.89 -3.91 1.01
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OpenMax : 준비단계(Meta Recognition)

STEP5. 각클래스별평균 Logit Vector와의거리계산

<강아지 클래스 Logit Vector Matrix>

𝑽𝟏 = 𝟓. 𝟏𝟐 𝑽3 = 𝟎. 𝟏𝟐𝑽2 = −𝟏. 𝟏𝟐

𝝁𝒅𝒐𝒈 =
𝟓. 𝟏𝟐
−𝟏. 𝟏𝟐
𝟎. 𝟏𝟐

<강아지 클래스 평균 Logit Vector>

𝟒. 𝟖𝟗
−𝟑. 𝟗𝟏
𝟏. 𝟎𝟏

−
𝟓. 𝟏𝟐
−𝟏. 𝟏𝟐
𝟎. 𝟏𝟐 𝟐

= 𝟖. 𝟔𝟐𝟗𝟏

Obs. 𝑽𝟏 𝑽𝟐 𝑽𝟑

𝑵1𝟏 9.87 -2.13 -6.23

𝑵1𝟐 18.5 3.18 4.98

… … … …

𝑵1𝑎 4.89 -3.91 1.01
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OpenMax : 준비단계(Meta Recognition)

STEP5. 각클래스별평균 Logit Vector와의거리계산

Obs. 평균 Logit Vector와의 거리

𝑵𝟏1 𝟐𝟐𝟏. 𝟏𝟑𝟒

𝑵1𝟐 𝟐𝟏𝟕. 𝟓𝟑𝟐

… …

𝑵1𝑎 𝟎. 𝟎𝟏𝟒

Obs. 평균 Logit Vector와의 거리

𝑵2𝟏 𝟏𝟗𝟓. 𝟑𝟏𝟐

𝑵2𝟐 𝟏𝟗𝟒. 𝟗𝟎𝟒

… …

𝑵2𝒃 𝟎. 𝟎𝟖𝟐

Obs. 평균 Logit Vector와의 거리

𝑵3𝟏 𝟏𝟑𝟗. 𝟔𝟒𝟏

𝑵3𝟐 𝟏𝟐𝟏. 𝟖𝟗𝟔

… …

𝑵3c 𝟎. 𝟏𝟔𝟕

평균 Logit Vector와의 거리 내림차순 정렬
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OpenMax : 준비단계(Meta Recognition)

STEP6. 평균 Logit Vector와의거리중가장큰 𝜼(=20)개 Sample 각클래스별로추출

Obs. 평균 Logit Vector와의 거리

𝑵𝟏1 𝟐𝟐𝟏. 𝟏𝟑𝟒

𝑵1𝟐 𝟐𝟏𝟕. 𝟓𝟑𝟐

… …

𝑵1𝑎 𝟎. 𝟎𝟏𝟒

평균 Logit Vector와의 거리 중
가장 큰 𝜼(=20)개 Sample 추출

𝟐𝟐𝟏. 𝟏𝟑𝟒, 𝟐𝟏𝟕. 𝟓𝟑𝟐, … , 𝟏𝟗𝟕. 𝟒𝟐𝟑

𝜼(=20)개
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Extreme Value Theorem(

동일분포에서 독립적으로 추출한 변수의 샘플 중 가장 큰
값을 뽑으면, 가장 큰 값보다 클 확률은 Weibull 분포, 
Frechet 분포, Gumbel 분포의 형태로 만들 수 있다.

Weibull 분포

Frechet 분포

Gumbel 분포

• Fisher, R. A. (1930). The Genetical Theory of Natural Selection. Oxford: Oxford University Press.

• de Haan, Laurens; Ferreira, Ana (2006). Extreme Value Theory: An Introduction. New York: Springer. pp. 6–12. ISBN 0-387-34471-3.

극단값의 분포, 이상치의 분포 추정
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Extreme Value Theorem(

• Fisher, R. A. (1930). The Genetical Theory of Natural Selection. Oxford: Oxford University Press.

• de Haan, Laurens; Ferreira, Ana (2006). Extreme Value Theory: An Introduction. New York: Springer. pp. 6–12. ISBN 0-387-34471-3.

동일분포에서 독립적으로 추출한 변수의 샘플 중 가장 큰
값을 뽑으면, 가장 큰 값보다 클 확률은 Weibull 분포, 
Frechet 분포, Gumbel 분포의 형태로 만들 수 있다.

극단값의 분포, 이상치의 분포 추정
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Extreme Value Theorem(

• Fisher, R. A. (1930). The Genetical Theory of Natural Selection. Oxford: Oxford University Press.

• de Haan, Laurens; Ferreira, Ana (2006). Extreme Value Theory: An Introduction. New York: Springer. pp. 6–12. ISBN 0-387-34471-3.

가장 큰 𝜼(=20)개 Sample로 최대 가능도 추정을 통해
분포의 파라미터를 추정.

𝟐𝟐𝟏. 𝟏𝟑𝟒, 𝟐𝟏𝟕. 𝟓𝟑𝟐, … , 𝟏𝟗𝟕. 𝟒𝟐𝟑

동일분포에서 독립적으로 추출한 변수의 샘플 중 가장 큰
값을 뽑으면, 가장 큰 값보다 클 확률은 Weibull 분포, 
Frechet 분포, Gumbel 분포의 형태로 만들 수 있다.

극단값의 분포, 이상치의 분포 추정
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OpenMax : 준비단계(Meta Recognition)

STEP7. 각클래스별로평균 Logit Vector와의거리중가장큰 𝜼개로 Weibull 분포(극단치분포) 생성

Obs. 평균 Logit Vector와의 거리

𝑵𝟏1 𝟐𝟐𝟏. 𝟏𝟑𝟒

𝑵1𝟐 𝟐𝟏𝟕. 𝟓𝟑𝟐

… …

𝑵1𝑎 𝟎. 𝟎𝟏𝟒

𝟐𝟐𝟏. 𝟏𝟑𝟒, 𝟐𝟏𝟕. 𝟓𝟑𝟐, … , 𝟏𝟗𝟕. 𝟒𝟐𝟑

𝜼(=20)개

Obs. 평균 Logit Vector와의 거리

𝑵2𝟏 𝟏𝟗𝟓. 𝟑𝟏𝟐

𝑵2𝟐 𝟏𝟗𝟒. 𝟗𝟎𝟒

… …

𝑵2𝒃 𝟎. 𝟎𝟖𝟐

𝟏𝟗𝟓. 𝟑𝟏𝟐 , 𝟏𝟗𝟒. 𝟗𝟎𝟒 , … , 𝟏𝟕𝟕. 𝟏𝟗𝟕

𝜼(=20)개

Obs. 평균 Logit Vector와의 거리

𝑵3𝟏 𝟏𝟑𝟗. 𝟔𝟒𝟏

𝑵3𝟐 𝟏𝟐𝟏. 𝟖𝟗𝟔

… …

𝑵3c 𝟎. 𝟏𝟔𝟕

𝟏𝟑𝟗. 𝟔𝟒𝟏 , 𝟏𝟐𝟏. 𝟖𝟗𝟔 , … , 𝟏𝟏𝟔. 𝟒𝟗𝟑

𝜼(=20)개
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OpenMax : 준비단계(Meta Recognition)

STEP7. 각클래스별로평균 Logit Vector와의거리중가장큰 𝜼개로 Weibull 분포(극단치분포) 생성

각 클래스별 평균 Logit Vector와의 거리의 극단 분포

※ 주의. 각 분포는 모두 scale과 shape이 다른 분포
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OpenMax : 준비단계(Meta Recognition)

STEP7. 각클래스별로평균 Logit Vector와의거리중가장큰 𝜼개로 Weibull 분포(극단값의분포) 생성
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OpenMax : 실행단계

강아지/고양이/토끼 분류기

각 클래스별 평균 Logit Vector와의 거리에 대한 극단 분포

각 클래스별 평균 Logit Vector
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OpenMax : 실행단계

STEP1.  구축된신경망에테스트데이터를입력

Input X

강아지/고양이/토끼 분류기
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OpenMax : 실행단계

STEP2.  입력데이터의 Logit Vector 계산후각클래스별평균 Logit Vector와의거리각각계산

𝟖. 𝟑𝟐

𝟐𝟏. 𝟏

−𝟗. 𝟓𝟐

Input X
Logit

𝑳𝒐𝒈𝒊𝒕 𝑽𝒆𝒄𝒕𝒐𝒓 =
𝟖. 𝟑𝟐
𝟐𝟏. 𝟏
−𝟗. 𝟓𝟐

강아지/고양이/토끼 분류기
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OpenMax : 실행단계

STEP2.  입력데이터의 Logit Vector 계산후각클래스별평균 Logit Vector와의거리각각계산

𝟖. 𝟑𝟐

𝟐𝟏. 𝟏

−𝟗. 𝟓𝟐

Input X
Logit

𝝁𝒅𝒐𝒈 =
𝟓. 𝟏𝟐
−𝟏. 𝟏𝟐
𝟎. 𝟏𝟐

<강아지 클래스 평균 Logit Vector>

𝝁𝒄𝒂𝒕 =
𝟎. 𝟏𝟐
𝟏𝟏. 𝟐𝟕
−𝟑. 𝟓𝟑

𝝁𝒓𝒂𝒃𝒊𝒕 =
𝟏. 𝟑𝟐
−𝟐. 𝟑𝟓
𝟗. 𝟑𝟐

<고양이 클래스 평균 Logit Vector>

<토끼 클래스 평균 Logit Vector>

𝑳𝒐𝒈𝒊𝒕 𝑽𝒆𝒄𝒕𝒐𝒓 =
𝟖. 𝟑𝟐
𝟐𝟏. 𝟏
−𝟗. 𝟓𝟐

953.8481

201.725

586.29
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OpenMax : 실행단계

STEP3. 각각의극단분포의 CDF를통해각클래스평균 Logit Vector와의거리의극단확률계산

586.29 953.8481201.725
강아지 클래스 고양이 클래스 토끼 클래스

※ 주의. 각 분포는 모두 scale과 shape이 다른 분포
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586.29 586.29

0.9

OpenMax : 실행단계

STEP3. 각각의극단분포의 CDF를통해각클래스평균 Logit Vector와의거리의극단확률계산
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OpenMax : 실행단계

STEP3. 각각의극단분포의 CDF를통해각클래스평균 Logit Vector와의거리의극단확률계산

586.29

0.9

953.8481201.725

0.8
0.95

강아지 클래스 고양이 클래스 토끼 클래스

※ 주의. 각 분포는 모두 scale과 shape이 다른 분포
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OpenMax : 실행단계

STEP4. 극단분포의 CDF 값(Logit Vector가해당클래스가아닐확률)을 𝛚𝐤로두어 Logit Vector 업데이트

𝟖. 𝟑𝟐

𝟐𝟏. 𝟏

−𝟗. 𝟓𝟐

Input X
Logit

0.90

0.80

0.95

𝝎𝒌
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OpenMax : 실행단계

STEP4. 극단분포의 CDF 값(Logit Vector가해당클래스가아닐확률)을 𝛚𝐤로두어 Logit Vector 업데이트

𝟖. 𝟑𝟐

𝟐𝟏. 𝟏

−𝟗. 𝟓𝟐

Input X
= 8.32-(0.90 × 8.32) = 0.832

= 21.1-(0.80 × 21.1) = 4.22

= -9.52-(0.95 × -9.52) = -0.476

𝑽𝟎 = 0.90 × 8.32+ 0.80 × 21.1+ 0.95 × -9.52 = 15.324

Logit
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OpenMax : 실행단계

STEP5. 업데이트된 Logit Vector를 SoftMax Layer에통과시켜결과도출

𝟎. 𝟖𝟑𝟐

𝟒. 𝟐𝟐

−𝟎. 𝟒𝟕𝟔

Input X
𝟏𝟓. 𝟑𝟐𝟒

Updated Logit

SoftMax

exp(𝑉1)

σ𝑘 exp(𝑉𝑘)

exp(𝑉2)

σ𝑘 exp(𝑉𝑘)

exp(𝑉3)

σ𝑘 exp(𝑉𝑘)

𝑷 𝒀 = 강아지 = 𝟎. 𝟎𝟑

𝑷 𝒀 = 고양이 = 𝟎. 𝟐𝟔

𝑷 𝒀 = 토끼 = 𝟎. 𝟎𝟏

exp(𝑉0)

σ𝑘 exp(𝑉𝑘)
𝑷 𝒀 = 𝒖𝒏𝒌𝒏𝒐𝒘𝒏 = 𝟎. 𝟕𝟎

➡Unknown Class



54/61

OpenMax : 실행단계

STEP4. 극단분포의 CDF 값(Logit Vector가해당클래스가아닐확률)을 𝛚𝐤로두어 Logit Vector 업데이트

𝟓. 𝟐𝟎

−𝟏. 𝟕𝟏

𝟎. 𝟏𝟐𝟏

Input X
Logit

𝝁𝒅𝒐𝒈 =
𝟓. 𝟏𝟐
−𝟏. 𝟏𝟐
𝟎. 𝟏𝟐

<강아지 클래스 평균 Logit Vector>

𝑳𝒐𝒈𝒊𝒕 𝑽𝒆𝒄𝒕𝒐𝒓 =
𝟓. 20
−𝟏. 𝟕𝟏
𝟎. 𝟏𝟐𝟏
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OpenMax : 실행단계

STEP4. 극단분포의 CDF 값(Logit Vector가해당클래스가아닐확률)을 𝛚𝐤로두어 Logit Vector 업데이트

𝟓. 𝟐𝟎

−𝟏. 𝟕𝟏

𝟎. 𝟏𝟐𝟏

Input X
Logit

𝑳𝒐𝒈𝒊𝒕 𝑽𝒆𝒄𝒕𝒐𝒓 =
𝟓. 20
−𝟏. 𝟕𝟏
𝟎. 𝟏𝟐𝟏

𝝁𝒅𝒐𝒈 =
𝟓. 𝟏𝟐
−𝟏. 𝟏𝟐
𝟎. 𝟏𝟐

<강아지 클래스 평균 Logit Vector>

𝝁𝒄𝒂𝒕 =
𝟎. 𝟏𝟐
𝟏𝟏. 𝟐𝟕
−𝟑. 𝟓𝟑

𝝁𝒓𝒂𝒃𝒊𝒕 =
𝟏. 𝟑𝟐
−𝟐. 𝟑𝟓
𝟗. 𝟑𝟐

<고양이 클래스 평균 Logit Vector>

<토끼 클래스 평균 Logit Vector>
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OpenMax : 실행단계

STEP3. 각각의극단분포의 CDF를통해각클래스평균 Logit Vector와의거리의극단확률계산

0.01

0.75
0.90

강아지 클래스 고양이 클래스 토끼 클래스

※ 주의. 각 분포는 모두 scale과 shape이 다른 분포
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OpenMax : 실행단계

STEP4. 극단분포의 CDF 값(Logit Vector가해당클래스가아닐확률)을 𝛚𝐤로두어 Logit Vector 업데이트

𝟓. 𝟐𝟎

−𝟏. 𝟕𝟏

𝟎. 𝟏𝟐𝟏

Input X
Logit

0.01

0.75

0.90

𝝎𝒌
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OpenMax : 실행단계

STEP4. 극단분포의 CDF 값(Logit Vector가해당클래스가아닐확률)을 𝛚𝐤로두어 Logit Vector 업데이트

𝟓. 𝟐𝟎

−𝟏. 𝟕𝟏

𝟎. 𝟏𝟐𝟏

Input X

𝑽𝟎 = 0.01 × 5.20 + 0.75 × -1.71 + 0.90 × 0.121 = -0.000968

Logit

= 5.20-(0.01 × 5.20) = 5.148

= -1.71-(0.75 × -1.71) = -0.4275

= 0.121-(0.90 × 0.121) = 0.0121
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OpenMax : 실행단계

STEP5. 업데이트된 Logit Vector를 SoftMax Layer에통과시켜결과도출

5.148

−0.4275

0.0121

Input X

−0.000968

Updated Logit

SoftMax

exp(𝑉1)

σ𝑘 exp(𝑉𝑘)

exp(𝑉2)

σ𝑘 exp(𝑉𝑘)

exp(𝑉3)

σ𝑘 exp(𝑉𝑘)

𝑷 𝒀 = 강아지 = 𝟎. 𝟗𝟑

𝑷 𝒀 = 고양이 = 𝟎. 𝟎𝟏

𝑷 𝒀 = 토끼 = 𝟎. 𝟎𝟒

exp(𝑉0)

σ𝑘 exp(𝑉𝑘)
𝑷 𝒀 = 𝒖𝒏𝒌𝒏𝒐𝒘𝒏 = 𝟎. 𝟎𝟐

➡Dog Class
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OpenMax : 실험결과

학습데이터에포함된클래스

SoftMax

OpenMax

0.94 0.57

0.94 0.58

Baseball Hammerhead

1.0 0.98

0.00 0.00

훈련데이터에 포함된 클래스에 대한 분류 성능은
OpenMax와 SoftMax 간의 큰 차이가 없다

훈련데이터에 포함되지 않은 클래스에 대한 분류
성능은 SoftMax의 경우 높은 확신으로 오분류한
데이터에 대해 OpenMax는 우수한 성능으로 거부
한다. 

Unknown 클래스
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OpenMax : 요약

Class 1

Class 2

Class 3

OpenMax

• 신경망의 학습이 모두 끝난 후, 후처리를 통
한 Open Set Recognition

• 각 클래스 별 평균으로부터의 거리에 대한
극단분포를 이용하여 결정경계 제한

• Unknown Class에 대한 Logit 을 정의하고,
기존의 Logit Update



Q&A


